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FL EX 1 0K de vices c  ontain b oth an e  mbe dded a  rray and  a logic   array. Th e em bedde d array c  onsists o f a
serie  s of em bedde d array b locks ( EAB s), each  conta  ining 2,0 48 bits o f RAM . Em bedd ed array  RAM  offers 
bette  r silicon e  fficiency , no im pact on  availab le logic  , and hig her perfo rman ce than  distribute  d RA M. Th e
FL EX 1 0K arc  hitecture   perm its design ers to sim ultane ously u se the e  mbed ded a  rray and  the logic   array.
Fig ure 1 sho ws the lo gic an d mem ory a  vailable   in FLE X 10 K dev ices.

Figure 1. Logic Elements (LEs) & On-Chip RAM Bits in FLEX 10K Devices
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FPG As with distributed RA M do not con ta  in  a  n embedd ed array. These devices typica lly ha ve configurable
logic blocks (C LBs) that can be co nfig ured as either logic or a small (e.g., 3 2 × 1 or 16 × 2) mem ory ele-
me nt. While distributed RAM  is useful for sm all blocks of on-chip RA M, com plex designs often require
large blocks of R AM. With  d is tributed  R AM , the   d esigner must trade logic for mem ory. Figure 2 dem on-
strates this tra  deoff.

Figure 2. Xilinx XC4000 Logic & On-Chip RAM Tradeoff

5,000

4,500

4,000

3,500

3,000

2,500

2,000

1,500

1,000

500

0
5,000 10,000 15,000 20,000 25,000

Equivalent
LEs Available

Usable Memory (Bits)

XC4028E

XC4036E

XC4044E

XC4052E

XC4062E

Planned

Currently Available

Source: Xilinx XC4000 Series FPGA Product Specification v1.00



Performance

In F PGA s with d istributed  RAM , perfo rman ce is de  pende nt on the  size of th e me mory a  nd the  numb er of
routin g resou rces use  d to con struct the   mem ory. T o create   large blo cks of o n-chip R AM , ma ny sm all RA M
bloc ks mu st be link ed toge ther, resu lting in slo w perfo rman ce. In co ntrast, the   perform ance of emb edded 
array R AM  is not affected b y these factors; e  ach EA B contain s all the addres s decoding  and synch ronization
circuitry req uired for cons is te  nt, optima l p erforman ce. Tab le 1 com pares the p erforman ce of the FL EX 10K 
fam ily and  the Xilin x XC 4000E  fam ily.

Table 1. On-Chip RAM Performance Comparison

Design Xilinx
XC4000E
-3 Speed

Grade

Xilinx XC4000E
-2 Speed

Grade Note (1)

Altera FLEX
10K -4 Speed
Grade Note (2)

Altera FLEX
10K -3 Speed
Grade Note (2)

Registered inputs & outputs
for 256 X 8 on-chip RAM

63 Mhz 80 Mhz 86 Mhz 105 MHz

Notes:
(1) Source: Xilinx XC4000 Series FPGA Product Specification v1.00.
(2) Source: Altera 1996 Data Book.

Utilization

The FLEX 10K EAB architecture permits designers to use 100% of the available RAM bits as well
as all the available LEs for logic. In contrast, creating large RAM blocks in distributed RAM FPGAs
requires logic (CLBs) to multiplex the outputs of small RAM blocks and to control writing to the
RAM. Moreover, CLBs that are used for logic cannot be used as RAM, so the logic capacity of a
distributed RAM device decreases significantly as on-chip RAM is used. Designers should be fore-
warned that the maximum on-chip RAM claimed for some FPGAs may assume that all CLBs are
configured as RAM. This assumption is misleading because some logic is required to combine the
RAM into a large usable block.

Silicon Overhead

Synchronous RAM is typically easier to use than asynchronous RAM, but requires synchronization
circuitry. The FLEX 10K architecture requires only a single synchronization circuit per EAB. For
example, the 100,000-gate EPF10K100 has 12 EABs, and therefore requires 12 synchronization cir-
cuits (see Table 2).

Table 2. Required Synchronization Circuits for the FLEX 10K Family

EPF10K10 EPF10K20 EPF10K30 EPF10K40 EPF10K50 EPF10K70 EPF10K100

Synchronization circuits
Note (1)

3 6 6 8 10 9 12

Note:
(1) Source: Altera 1996 Data Book .

A distributed RAM architecture requires more synchronization circuitry compared with the Altera
FLEX 10K architecture. For example, the Xilinx XC4000EX distributed RAM requires two synchro-
nization circuits per CLB because each CLB is a discrete memory block, e.g., the 62,000-gate
XC4062EX has 2,304 CLBs and requiring 4,608 RAM synchronization circuits (see Table 3). Even
if the designer uses the CLB as logic, the overhead of on-chip RAM synchronization circuitry is pre-
sent. This overhead increase die size and cost.



Table 3. Required Synchronization Circuits for the XC4000EX Family

XC4028EX XC4036EX XC4044EX XC4052EX XC4062EX

Synchronization circuits
Note (1)

2,048 2,592 3,200 3,872 4,608

Note:
(1) Source: Xilinx XC4000 Series FPGA Product Specification v1.00.

The documents listed below provide more detailed information. Part numbers are in parentheses.

Product Information Bulletins

PIB 20 Benefits of Embedded RAM in
FLEX 10K Devices (A-PIB-020-01)

PIB 21 Implementing Logic with Embedded 
Arrays in FLEX 10K Devices
(A-PIB-021-01)

Application Notes

AN 53 Implementing Multipliers in
FLEX 10K Devices (A-AN-053-01)

AN 52 RAM Functions in FLEX 10K Devices
(A-AN-052-01)

You can request these documents from:

• Altera Express fax service at (800) 5-ALTERA
• World-Wide Web at http://www.altera.com
• Your local Altera sales representative
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